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Chapter 1

Introduction

Many companies have call centers as information providing services. In this thesis a
call center is defined as a service network in which human agents provide telephone-
based services. A common problem with call centers is the forecasting of its load
[2, 4, 7]. The size of the operator workforce can be based on the forecasted load. In
case of call centers that prioritize sales, insufficient capacity may lead to opportunity
costs due to possible customers abandoning the line before being served [44]. The
load forecast should lead to a workforce strategy which is a tradeoff between quality
(serve as many customers as possible) and efficiency (keep a workforce as small as
possible) [41]. For profit-maximizing companies, this tradeoff is usually based on a
calculation between the costs of abandonment and the costs of an extra operator.

Traditional decision making models for call centers make use of historical data,
and base their decision on parameters like abandon rates, call arrival times, and aver-
age call duration [22]. However, these models purely focus on planning the number
of operators needed and need a model which accurately predicts the offered traffic of
the call center. Basic forecasting methods use day of the week and time of the year as
input. However, as these methods only use historical data, they do not capture actual
events which might have an influence on the call center load. Especially in certain
company types, external events also have an impact [41].

Vliegtickets.nl is a Dutch company providing information about on aspects of
flight holidays like flight tickets, hotels, car rental, parking, etcetera. Vliegtickets.nl
has a website containing information related to this field, as well as a call center
which can be called for any kind of questions or in order to receive a more personal
advise. The call center has different lines. Customers entering the call center queue
first go through a computer menu determining the purpose of their call. A call can
be either a service related call or a sales related call, which are both treated as two
different parts of the call center.

The load of the call center depends on the day of the week and the time of the
year. The holiday season, for example, is likely to give a relatively high load to the
services. Another parameter which is likely to influence the load of the services is
the number of recent sales. A percentage of people who buy tickets at Vliegtickets.nl
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might end up calling the service part of the call center with questions related to the
bought tickets. This might indicate a lagged relationship between the load of the sales
part of the call center and the service part. However, basic forecasting models in this
application field do not capture external events happening in the world. The load of
the service providing call center of a company like Vliegtickets.nl is also affected by
such events. Events like the Icelandic volcano eruption causing trouble to all flights
above Europe have an influence. In this study I model external events mined from
news items taken from the Internet as external regressors in time series models.
The main research question of this thesis is:

- How could the load of call centers be forecasted using events mined from the news?
and sub-questions are:
- Which type or category of events affect the load of the call center of Vliegtickets.nl?

- How could the load of a call center be forecasted using actual events in combination
with traditional forecasting methods?

- Does the use of actual events mined from the news improve traditional forecasting
methods?

The remainder of this document is organized as follows. Methodologies for call
center planning, forecasting, text analytics, and feature selection are discussed in
Chapter 2. The study design is introduced in Chapter 3. The actual development of
the models is described in Chapter 4, and the results of the study are given in Chapter
5. Finally, the conslusion along with possible directions for future work are presented
in Chapter 6.



Chapter 2

Background

This chapter introduces the related work from the fields of call center decision mak-
ing, load forecasting for call centers, natural language processing, forecasting tech-
niques from other research fields using news events or other external variables, and
feature selection algorithms.

2.1 Call Center Decision Making

The most commonly used method to determine the number of operators needed in
a call center or a similar service-providing element is Erlang-C. An older method
which is not used that often anymore is Erlang-B. Both methods are developed by
A. K. Erlang [22] and use statistical variables like call arrival rate and average call-
holding time. They are based on the values ‘offered traffic’ and ‘carried traffic’. ‘Of-
fered traffic’ indicates the total time of incoming calls, while ‘carried traffic’ indicates
the time of answered calls. Both these values are measured in erlangs, dimensionless
units representing continuous use of serving circuits. For call centers, one erlang rep-
resents 60 minutes of calling by a single operator. Other call center decision making
methods are the Engset formula, Erlang-A, and the squareroot rule for safety staffing.
The offered traffic E of a call center is defined by

E=2A%h, (2.1)
where
A = Call arrival rate in calls per minute
h = Average call-holding time in minutes

2.1.1 Erlang-B

The Erlang-B method straightforwardly calculates the grade of service based on a
given offered load and the number of operators. The grade of service of a call center
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is defined as the probability that all operators will be busy when a call attempt is
made. Erlang-B assumes an infinite population of sources and that callers who are
blocked will not try to call again immediately. The formula of Erlang-B is:

EM

Py(E.m)= =" 22)
i=0 T

where

v
S
Il

Probability of blocking
E = Offered traffic

Number of servers

3
[

2.1.2 Extended Erlang-B

The problem with Erlang-B is that it assumes that callers who are blocked will not try
to call back immediately. In real situations there is usually a percentage of blocked
callers who will directly reattempt to call. This causes a higher load to the system
than assumed in Erlang-B. The Extended Erlang-B (EEB) [36] method is an iterative
process that repeatedly calculates the offered traffic to the system by using the basic
Erlang-B formula and the blocking rate together with a recall factor. After some
iterations the offered traffic will become stable, and the original Erlang-B can be
used to calculate the grade of service with the given number of servers. A proof of
the convergence of these iterations has been published in [77].

2.1.3 Erlang-C

Erlang-C calculates the probability the callers will have to wait before being con-
nected to an operator. Like Erlang-B, it assumes an infinite population of sources.
Erlang-C is based on a system with queues, opposed to Erlang-B that assumes callers
to be blocked when there are no free operators available. Traditionally the model as-
sumes Poisson arrivals and exponentially distributed service times. The Erlang-C

formula is:
E" _m_
in-E
P,(E,m) = L . (2.3)
m—1 E! E™ _m
2izo Tt mlm-E
where
P,, = Probability that a customer has to wait

2.1.4 Engset Formula

Erlang-B and Erlang-C both assume an infinite source of callers. In case there is a
limited number of sources, the Engset formula [21] is more appropriate. Less than
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200 callers is considered a limited number of sources. Just like the Erlang formulas,
the Engset formula expresses offered traffic in erlangs. The Engset formula, like
EEB, can be iteratively used by updating the offered traffic using the recall factor. Its
formula is:

E"(3)
Pb(E,m’S) = T o\ (24)
e ()
i=0 i
where
S = Number of sources of traffic

2.1.5 The Square Root Rule

The square root rule for safety staffing [70] is a simple formula derived from the
classic Erlang-C model. It calculates the required number of operators and is given
by the following formula:

m=E+BVE , (2.5)

where (3 is a positive constant that depends on the desired level of service. In practice,
the value m should be rounded to an integer because it represents the amount of
operators required to meet the desired service level. The second term on the right
side of the formula can be described as the excess capacity needed in order to reach
the given service level.

2.1.6 Erlang-A

All of the described models have as main shortcoming that they do not treat abandon-
ment of customers who do not feel like waiting in the queue. The Erlang-A model
[26] (A for Abandonment) is developed in order to cope with this problem. In this
model each caller has an exponentially distributed random variable that corresponds
to his patience. If the waiting time exceeds this value, the customer abandons the
system. For tractability, the system assumes that callers who abandon do not retry.
The square root rule for safety staffing (Equation 2.5) remains valid for this model.
The only change to this rule is the formula to calculate the value of 8, which now not
only depends on the desired grade of service, but also on the abandon rate. In this
setting, S might also take a negative value.

2.2 Call Center Load Forecasting

The discussed methods for call center staffing require an estimation of daily call
center load. For this, a forecasting method can be used. Straightforward timeseries
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models allow to forecast the aggregate daily load of the call center. Other methods
try to predict the input variables for the methods described in the last section directly.
These methods consist of three parts, predicting the call arrivals, the service times,
and the patience of the customer. This subsection first introduces methods used to
forecast the daily totals, after which the three parts of the more complicated methods
are presented.

2.2.1 Aggregated Daily Load Forecasting

The aggregated daily load of call centers has been forecasted [4] using the autoregres-
sive/integrated/moving average (ARIMA) models [11]. Autoregressive (AR) terms
are lagged values of the dependent variable, and hence serve as independent values
in the model. Moving average (MA) terms are lagged values of errors made in the
past between actual values and their predicted values. These terms try to reduce
these errors in future predictions. The term ‘integrated’ (I) refers to the practice of
differencing, which transforms a time series by subtracting past values of itself. An
exhaustive list of possible factors that are likely to have an influence on the call vol-
umes is compiled, with for example holidays, catalogue mailings, and new items in
catalogue. A cross-correlation method selects the independent variables that show a
significant relationship to the daily call volumes. These are used and tested in the
final models. An advantage of ARIMA modeling is that its extension SARIMA is
able to capture seasonality in the dependent variable. In a similar study it is found
that such a multivariate model outperforms univariate models [5]. ARIMA models
are discussed in more detail in subsection 2.4.

A more recent study [61] applies multiple models, including seasonal ARMA
models, double exponential smoothing methods for seasonality, and dynamic har-
monic regression. The models were compared on two sources of data. The results
indicate that for practical forecasting horizons, longer than 2 days, the most basic av-
eraging model that simply averages historical variables outperforms all of the men-
tioned more complex alternatives.

2.2.2 Forecasting Call Arrival Times

Existing studies have specified the following four different properties about call ar-
rivals in a call center:

Property 1: The total daily number of calls has overdispersion relative to the Poisson
distribution (the variance is greater than the mean) [18, 37].

Property 2: The arrival rate varies considerably with the time of the day [18, 60].
Property 3: There is a strong association between arrival counts within a certain
time partition of a day [8].

Property 4: There is a significant dependency between arrival counts on successive
days [12].
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A Poisson process with a deterministic arrival rate function (the standard nonho-
mogeneous Poisson process) is inconsistent with both Properties 1 and 3. In order to
be consistent with Property 1, a doubly stochastic model was proposed under which
arrivals follow a standard Poisson process with a random arrival rate [37]. This rate
is modeled as a gamma random variable. Independent versions of the model are es-
timated for different time periods having a priori different arrival rates. Because the
different time periods are randomized by independent gamma variables, the correla-
tions between the call arrivals on different time periods of the day are zero.

In order to allow nonzero correlations with a time-varying arrival rate another
study [71] proposed a doubly stochastic Poisson process model where the arrival
rate function over a day is of the form A(¢¥) = Wf(¢), where W is the only random
quantity. It can be interpreted as the unpredictable busyness of a day, while f() is
simply modeling the normal time-varying arrival intensity.

These models all divide the day into equal time-periods, e.g. 15 or 30 minutes.
The arrival rate over such a period is assumed to be a predefined constant for that pe-
riod multiplied with the constant of the busyness of that day. The basic assumption of
this kind of modeling is that the system is in a steady state with a constant arrival rate
for certain periods of the day. To avoid this assumption the arrivals can be modeled
as a time-inhomogeneous Poisson process, assuming that the arrival function can be
well approximated as being piecewise constant. In [12] it is proven that the arrivals
are indeed following an inhomogeneous Poisson process.

Another study [57] presents a model which yields not just the forecasted arrival
counts, but also their distribution. This study analyses the effect of marketing strate-
gies on call arrivals. The Bayesian analysis of this study is based on the Poisson
distribution of arrivals over time periods measured in days with a cumulative rate
function. Its conclusion is that the random effects model fits the observed load much
better than the fixed effects model.

2.2.3 Forecasting Service Times

As already mentioned, most research is focused on exponentially distributed service
times. This is because the different proposed Erlang models would be intractable.
The methodology is referred to as the Quality- and Efficiency-Driven (QED) regime,
because it has the ability of achieving both very high levels of server-efficiency and
customer-service due to economics of scale. In the non-exponential case, the situ-
ation gets far more complex than in the exponential case. With exponential service
times the state of servers can simply be summarized by stating the number of busy
servers. In the non-exponential case, however, the exact state of each individual
server must be maintained.

Other studies have indicated that service times are usually not distributed expo-
nentially in practice. Both [12] and [25] find that service times show a remarkable fit
to the log-normal distribution. As already described, such distributions are a lot less
amenable to analysis than the exponential one.
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Basic models all assume that the service center agents are homogeneous. How-
ever, in the real-world agents are clearly heterogeneous. In [25] an extensive analysis
is presented with heterogeneous agents, modelled through variables as learning ef-
fects, agent-by-agent differences, shift fatigue, and system congestion. Simulations
show that models not accounting for the agent heterogenity can lead to poor staffing
and scheduling decisions.

2.2.4 Forecasting Waiting Times

One of the major problems with estimating the time a customer is willing to wait
before reaching an operator is that it is hard to obtain reliable observations of it. The
time a customer is willing to wait is referred to as ‘customer patience’. The only
exact values available of patience of a customer are from the customers who actually
abandoned the system. The patience of customers who make it through the waiting
line and get served by an operator can only be defined vaguely as ‘more than the time
needed to come through’. The time needed for a customer to reach an operator is
referred to as the ‘virtual waiting time’ because it amounts to the time he would have
to wait if his patience is larger than this time.

Research has shown that in heavily loaded systems where nobody abandons, the
waiting time should be exponentially distributed [72]. This theoretical prediction also
suits some systems which are not heavily loaded and where customers do abandon
the line [12].

Both the virtual waiting time and the customer patience are censored data. This
means that the observations of these data are only partially known, as described
above. Because patience and virtual waiting times can be assumed to be indepen-
dent given the covariates relevant to the individual customer, both distributions can be
estimated and plotted as survival functions using the standard Kaplan-Meier product-
limit estimator [12].

Another way of modeling impatience is using a hazard rate [12, 48]. The estimate
of the hazard rate (H) for each interval of length ¢ is calculated as given in Equation
2.6. Plots of these data usually show relatively high hazard rates for a low amount
and lower rates for a higher amount of time passed. This can be explained by the
fact that callers who do not want to wait at all directly abandon when the first ‘please
wait’ message is played for the first time. Another explaining effect might be that the
longer someone is waiting, the lower the chance he would abandon due to the fact
that he would have waited all that time for no result.

H= number of events during(z, t + )

2.6
(number at risk at ) * § (2.6)
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2.3 Forecasting Models using External Variables

2.3.1 Models using Text Analytics

While there is no literature available on models that try to predict call center load
using news, there exists literature in other fields that applies news or other items
consisting of natural language for forecasting purposes. Some studies which develop
prediction models based on natural language are discussed.

The authors of [17] try to predict stock value changes using sentiments from
small talk on the Web. A sentiment is defined as the net positive and negative opin-
ions expressed about a stock on its message board. Sentiment analysis from the small
talk on a stock message board might be used to forecast stock values. Five different
classifiers were used in order to determine whether a message is bullish (optimistic),
bearish (pessimistic), or neutral (either spam or messages that are neither bullish nor
bearish). The classifiers were mainly based on counting positive and negative words.
The final classification uses a simple voting scheme that requires a majority over
five algorithms. The net sentiment of all small talk about a stock is used to predict
whether the value of the stock will increase, decrease or stay constant.

Another study [45] investigates whether the MSCI EURO index can be predicted
based on the European Central Bank statements. This study defines a list of adjective
categories with, for example, positive, negative, strong, and weak adjectives. All
adjectives from the ECB statements are fed to the General Inquirer with this list,
yielding a matrix of percentages that indicate for each document the percentage of
words that fall under each category. Consequently, a Takagi-Sugeno fuzzy model
[59, 76] is made based on these parameters. The system obtains an accuracy of
66% on average on the test set, which corresponds to a 16% increase over a random
classifier.

In [49] the exchange rate is forecasted using news headlines. Where traditional
exchange rate models are based on statistical analysis, this study uses the rich content
of news headlines instead, giving not only better prediction possibilities, but also
extra information about the reasons behind the prediction. The study develops a rule-
based classifier using manually determined keywords from the headlines. Instead
of single keywords, the study uses world tuples. The technique from [73] is used to
determine the probabilistic decision rules based on these keywords. Simple examples
of such rules from other studies are as follows:

competitive(x) « int(x), pro(x) 2.7
competitive(x) « int(x), rel(x) (2.8)

This rule expresses that company x is competitive if it is intelligently managed (int)
and professionally competent (pro) or if it is intelligently managed and reliable(rel).
Different probabilistic rules are connected by ‘or’. The attributes of a rule can be
weighted, meaning that for example the value of int does not have to be either true
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(1) or false (0), but it can be anything in between. The value to be predicted (com-
petitiveness of a company in this case) is calculated using the common probabilistic
method (in case of the given example rules int(x) * pro(x) + int(x) * rel(x) — int(x) *
pro(x)=rel(x)). The rules are generated based on a training set using a simple heuris-
tic. All candidate rules containing only one attribute in their bodies are evaluated.
The best performing one is selected for specialization, meaning another attribute to
be added to this rule. This process is repeated until the performance of the rules does
not increase anymore. The method saves the obtained rule and starts the process
again using the remaining attributes. The process stops when the specified number
of rules is generated. The discussed exchange rate prediction system yields better re-
sults than conventional numerical time series analysis and is significantly better than
random guessing for the used data set.

In [62] a popular Wall Street Journal column is used to determine a ‘pessimism
media factor’ in order to predict the stock market. Words from the General Inquirer
(GI) categories are filtered from the column and a Principal Component Analysis
determines which categories should be used in the factor. The study finds that high
values of media pessimism indicate downward pressure on market prices, and unusu-
ally high or low values of pessimism indicate high market trading volume.

Another study [24] tries to align news articles to trends in stock markets using
a clustering algorithm for news items based on their content. Different clusters are
created for news items appearing during a rise or a drop in the trend. The trend is cap-
tured by regression lines established with hypothesis testing that decides whether the
time series should be split. Another algorithm selects the terms from the documents
that are likely to account for the trend. The incremental K-Means algorithm creates
two clusters for both trends (Rise/Drop) based on the terms in the items, resulting in
a total of 4 clusters. The cluster most similar to the clusters aligned to the other trend
is discarded for both trends, resulting in one cluster of news items for each trend.

After this, the inter-cluster discrimination and the intra-cluster similarity coeffi-
cient are used in order to determine which terms from the clusters account for the
trend. These coefficients are multiplied with each other to obtain a weight indicating
the degree for which the feature appears in one of the clusters but not in the other,
and hence which terms are most capable of differentiating between the trends. After
this training procedure the final term classification is made using classification with
Support Vector Machines [67] using the obtained weights.

Other studies try to quantify market behaviour using sentiment in news items [1,
27, 46]. The first study [1] shows that there is a certain agreement between periods of
high-volatility in stock market indices and the volatility of ‘bad’ news during the year.
It uses the two categories, Positive and Negative words from the Harvard Dictionary
of Affect, to check the volatility of positive and negative sentiment in news items.
The study uses the Irish Times archive filtered on three keywords, ‘Ireland’/‘Irish’
and ‘Economy’, as news corpus. It finds some dependency between the obtained
volatility and the time series of the stock market. However, it does not yet use these
findings to predict or compute time series, risks, or other parameters.

The second mentioned study based on sentiment analysis [27] automatically la-
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bels financial news items to a rising or a falling market index. It uses different kinds
of features, including amongst others unigrams (nouns, verbs, adjectives and ad-
verbs that appear at least three times in the corpus), stems (unigrams which have
been stripped of their morphological variants), and pre-defined financial terms. The
selection of specific features within the different categories is done with three differ-
ent methods, Document Frequency calculating the number of documents in which
the term occurs, Information Gain calculating the specificness of a term, and the y?
method measuring the lack of independence between terms. The methods all select
the 100 most differentiating features from the corpus. News items are then automat-
ically labelled as positive or negative based on the difference between the price of a
stock at the closing of the market before the item was published and the price of the
stock at the opening of the market after the item was published. All news items are
linked to the specific companies they provide information about. Features are clas-
sified as negative or positive using Support Vector Machines based on the labelled
news items they occur in. The study finds that the highest classification accuracy is
obtained using unigrams as features and Information Gain as the feature selection
method. A similar approach is used in NewsCATS [46], which categorizes the news
corpus in ‘Good News’, ‘Bad News’, and ‘No Movers’.

While all of the so far discussed models only predict a limited number of classes,
like whether the trend will go up, down, or stay steady, [32] tries to predict the exact
interest rate using both the trend and news information from the Internet. A cognitive
map (CM) is made to represent expert knowledge. The CM consists of terms, decided
by experts, that influence interest rates. The study develops a Knowledge-Based
News Miner (KBNMiner), which searches and retrieves news information on the
Internet according to this prior knowledge. This information, together with trend
information like average exchange rates and corporate bond yields in the past days,
is applied to a neural network [33], which then predicts the interest rate. The study
shows that neural networks perform better on this prediction task than the random
walk model, and that a neural network with event information performs better than a
neural network without event information.

A recent trend in forecasting using text analytics is to build models based on the
substantial amount of shared knowledge and information included in social media.
An example of this is the use of rweets (periodic status updates on the social network
site Twitter.com submitted by users) for predicting first week box-office revenues of
movies [6]. This study constructs a linear regression model based on the rate of
tweets per hour referring to a particular movie. The model yields better prediction
results than older models using the Hollywood Stock Exchange. In addition, the
study finds a strong predictive relationship between the ratio of positive and negative
sentiments in tweets and box-office revenues after the movie release.

11
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2.3.2 Other Models

Another interesting forecasting model, although not using text analytics, is developed
in [65]. This study uses a combination of a neural network back propagation model
(BP) and the SARIMA model. This SARIMABP model predicts the seasonal time
series of production values. It first runs the basic SARIMA model, and uses these
predictions and the residuals as inputs for the neural network. The study shows that
the combination of these models perform better than either of them alone.

In [13] another forecasting model using external variables is used, namely the
ARIMAX model. This study tries to predict the number of deceased people due to
traffic accidents. The ARIMAX model combines the basic ARIMA model with ex-
ternal explanatory values. In the case of this study, examples of possible explanatory
variables are total population, population of drivers, and the number of passenger
transport. The next subsection describes ARIMAX models in more detail.

2.4 Timeseries Models

One of the most commonly used models for time series prediction is the Autore-
gressive Integrated Moving Average (ARIMA) model [11]. It is also called the Box-
Jenkins model after the methodology designed by George Box and Gwilym Jenkins
for estimating parameters of such models. Time series datasets are often autocorre-
lated, meaning that subsequent data points within the series are correlated, indicating
presence of repeating patterns. The ARIMA model is a combination of the Autore-
gressive (AR) and Moving Average (MA) models. The term ‘Integrated’ stands for
an order of differencing, which is needed for non-stationary time series (i.e. series
with a trend).

2.4.1 ARIMA Model Definitions

The notation of an autoregressive model is AR(p), with p indicating the order of the
model. It tries to predict a future value based on the previous outputs. Common
values for p are 1 and 2. Essentially the model is a combination of the weighted
past p values of X, where X is the variable to be predicted. The AR(1) model comes
down to X; = X,_1 + €, of which the random walk model is a limiting distribution.
The random walk model is the mathematical formalisation of a path consisting of
random steps. For higher order AR models certain stationary restrictions are needed
in parameters ¢;. The AR model is given in the following equation:

Xl:C"'

)4
oiXiit e, (2.9)

i=1
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where

X; = The predicted value

¢ = A constant (often omitted)
¢; = Parameters of the model
¢ = White noise error terms

The notation of the moving average model of order g is MA(g). Commonly used
values of g are 1 and 2. The essence of the MA model is to constantly adjust the
model based on previous error terms. Depending on the nature of the data, either
AR, MA, or the combination of both models provide the best forecasting results.
Notice there are also stationary restrictions for the MA parameters. The following
equation shows the MA model:

q
X, = u+ Z Giei + & (2.10)
i=1
where
u = Expectation of X,
6; = Parameters of the model

The combination of the AR and MA models leads to the ARMA(p, g) model,
given in Equation 2.11. This model has p autoregressive terms and ¢ moving average
terms. In the ARMA model, u, the MA model’s expectation of X; is replaced by the
AR model. The error terms in the models are generally assumed to be independent
and identically distributed random variables.

)4 q
X, = c+e,+2¢,~x,_i +Zel~e,_i . 2.11)
i=1 i=1

A generalization of the ARMA model is the ARIMA model, which is notated as
ARIMA(p, d, g). It includes p AR terms, ¢ MA terms, and d specifies the order of
differencing, which is only used for time series data which are not stationary. One
order of differencing removes a linear trend, while d = 2 removes a quadratic trend.

)4 q
AlX =cre+ ) GinX i+ ) Oiei . 2.12)
i=1 i=1

2.4.2 Seasonal ARIMA

Some time series display strong seasonal patterns. Call centers for example might
yield less calls during weekends than weekdays. Depending on the call center, the
load can be consistently higher or lower on certain days of the week, month, or year.
Such time series require a seasonal ARIMA (SARIMA) model for sound prediction
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performance. The notation of the SARIMA model is SARIMA(p, d, g)(ps, ds, gs),
with ps seasonal AR terms, gs seasonal MA terms, and an order of seasonal differ-
encing ds.

Seasonal ARIMA models function similar to the non-seasonal ARIMA models,
while utilizing a predefined seasonal lag. While normal differencing measures the
difference between each successive value of X;, seasonal differencing measures the
changes between each successive season. For example, if the data is weekly, the
seasonal difference of X at time ¢ is measured as X; — X;_7. Likewise, seasonal AR
and MA terms are treated equally to non-seasonal AR and MA terms including a lag
equal to the period of the season.

2.4.3 ARMA with Exogenous Variables

It rarely happens that time series are perfectly modeled using only (seasonal) ARIMA
models. Many time series are influenced by more factors than can be modeled based
on only the past values. These external “shocks” can be incorporated in the model
using exogenous input terms resulting in the ARMA model with exogenous or control
variables, notated as ARMAX(p, g, b). It consists of p AR terms, ¢ MA terms, and
b exogenous input terms. The model is defined in Equation 2.13. It contains the
already described AR and MA models, and includes a linear combination of the last
b terms of the used external time series.

p q b
Xi=cte+ ) ¢Xei+ ) Oei+ ) midii (2.13)
i=1 i=1 i=1

where

n; Parameters of exogenous input

d = Exogenous input

2.4.4 Box-Jenkins Model Estimation

The Box-Jenkins methodology is often used in order to find the best fitting SARIMA
model. This approach consists of three iterative phases: model identification, param-
eter estimation, and model validation.

Model Identification

The first step of SARIMA model identification involves determining the order of dif-
ferencing to make sure the time series is stationary. A time series is not stationary
if it contains a trend. Stationarity can be detected through autocorrelation function
(ACF) [30] plots, that plot autocorrelations of subsequent values in the time series.
Non-stationary time series generally show a very slow decay at the ACF plot. An-
other way of testing stationarity in time series is the Dickey-Fuller test [19]. If the
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time series is non-stationary, the series is differenced once. If the time series is still
not stationary after this, the data is differenced again. Generally models use a maxi-
mum order of differencing of 2.

If the data contains seasonality normal differencing does not return a stationary
time series. Seasonal differencing can be applied in such cases. The data can be
tested for seasonality using a seasonal subseries plot, that includes the values of the
time series against the time ordered by season. The period of the possible seasonality
must be known in advance for constructing the plot.

Once stationarity has been achieved in the time series, the next step is to de-
termine the order of the autoregressive (p) and the order of the moving average (q)
processes. These parameters are determined through visual interpretation of the ACF
and the partial autocorrelation (PACF) [30] plots. Partial autocorrelation of a vari-
able is the amount of correlation between the variable and a lag of itself that is not
explained by correlations at all lower-order lags. Generally a sharp cutoff in the
PACF plot combined with a slower decay in the ACF plot indicates an ‘AR signa-
ture’, meaning that adding an AR term will more easily explain the autocorrelations
than adding an MA term would. If the ACF plot shows a sharp cutoff, the data con-
tains an ‘MA signature’, which means it is better to add an MA term to the model.

The selection of seasonal AR and MA terms is similar to the non-seasonal metho-
dology, except only the values of the PACF and ACF plots on the lags equal to the
period of the seasonality are considered instead of all values. Iteratively executing
the above steps results in the final model. After each step the ACF and PACF are
plotted on the residuals of the updated model.

Model Estimation

Once the orders of the model are identified, the parameters should be estimated.
The process of parameter estimation is complex and generally done with specific
software. Often used methods are non-linear least squares and maximum likelihood
estimation. Least squares estimation involves minimizing the squared errors of the
model by setting the gradient to zero. Maximum likelihood estimation works with
a likelihood function. The likelihood function returns the probability of values for
the parameters of the model given the observed data. Likelihood is the data density
given the parameter values. Maximum likelihood estimates provide the parameters
for which the model is most likely (assuming that the underlying model is true). Max-
imizing the function results in a set of model parameters with the highest probability.

Model Validation

In the last step the model is evaluated. A well-designed SARIMA model removes
all autocorrelations from the data. Hence the residuals of the model should be white
noise or independent. If not, the model should be improved by going back to the first
step. The residuals can be inspected either visual with the ACF and PACF plots, or
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statistically with the Ljung-Box test [42] that assesses whether they are independently
distributed.

2.5 Natural Language Processing

This section discusses the main tasks in Natural Language Processing (NLP) [14],
and tools developed for their execution. NLP is a branch of artificial intelligence
and referred to as the process of computers trying to extract meaningful information
from natural language input. A common challenge in this process is due to words
possessing different meanings depending on the context.

2.5.1 NLP Tasks

There are multiple elementary NLP tasks. A very basic NLP task is tokenization [69].
A tokenizer splits the text in tokens. Tokens are generally single words or numbers.
Sentences are split based on word boundaries like spaces or commas. Tokenization
varies by the type of language, as, for example, the Chinese language has no clear
word boundaries. The obtained tokens can be used for gazetteering [23], in which
predefined lists (gazetteers) of words are used to find domain-specific words in the
text that are subsequently annotated.

A sentence splitter [64] groups tokens into sentences based on sentence bound-
aries, usually indicated by interpunction. Grouping tokens in sentences is needed in
order to find grammatical structures that contain information on the meaning of its
words. A part-of-speech tagger (PoS tagger) [55] determines the function of each
word within a sentence. Many words can serve as different parts of speech, for ex-
ample, the word ‘head’ can serve either as a noun or as a verb. Words can also have
many different forms with similar meanings. A morphological analyzer [38] takes
care of this issue by reducing all tokens to their lemma, i.e. their most basic form,
for example by reducing ‘opening’ or ‘opens’ to ‘open’.

Many words can have multiple meanings depending on the way they are used in
the text. Given the tokens, PoS tags, and lemmas, a word sense disambiguator [75]
determines the sense of a word group in order to extract its real meaning. Examples
of ambiguous words are ‘apple’, which can mean either the fruit or the company, or
‘cycle’, which can mean an interval of reoccurring events or a bicycle. Predefined
events can be extracted from the text using an event phrase gazetteer [31] that scans
the text using a list of phrases or words that are likely to represent the description of
this event.

Another mentionable NLP task involves named entity recognition [63], in which
named entities, such as persons, companies, and locations are extracted from the
text. Finally, stemming [43] is a simpler form of the morphological analysis, in
which affixes are removed, reducing words to their stems, that are not necessarily
the morphological roots. A summary of NLP tasks is given in Table 2.1.
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Table 2.1: Description of different NLP tasks

Task Description

Tokenization The process of breaking up the text into single
tokens (words, numbers, etcetera)

Sentence Splitting The process of grouping tokens into sentences
based on sentence boundaries

Gazetteering Annotation of the text using predefined lists
Part-of-speech tagger Determining the function of a word within the
sentence using its definition and context
Stemming Reduces words to their stem, base, or root form,
usually by removing affixes

Morphological Analyzer The identification of a words root form by reduc-
ing them to their lemma, going further

than just the process of stemming

Word Sense Disambiguator | The process of identifying which sense or mean-
ing of a word is used in a sentence

Event Phrase Gazetteer Annotation of events in the text using predefined
lists

Named Entity Recognition | Extraction of named entities from the text

2.5.2 NLP Tools

In order to automatically determine text contents, many NLP tools and frameworks
have been developed. Most of these Information Extraction (IE) methods are based
on the English language. One of the most commonly used IE frameworks is the
freely available General Architecture for Text Engineering (GATE) [16]. It provides
the possibility to construct processing pipelines from different components perform-
ing different tasks. Examples of these are linguistic, syntactic, and semantic analysis
tasks. The A Nearly-New Information Extraction (ANNIE) system consists of some
key components of a pipeline, i.e., the English Tokenizer, Sentence Splitter, Part-Of-
Speech (POS) tagger, Gazetteer, Named Entity (NE) Transducer, and OrthoMatcher.
By default, ANNIE is loaded by GATE. However, ANNIE lacks Word Sense Disam-
biguation (WSD) and the ability to look up concepts from a large ontology within
a reasonable amount of time. However, because GATE is highly flexible and adapt-
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able, ANNIE’s components can be used together with external components which
can mitigate these drawbacks.

The Conceptual Annotations for Facts, Events, Terms, Individual Entities, and
RElations (CAFETIERE) [10] relation extraction pipeline is an example of such an
adapted ANNIE system. It adds an ontology lookup process and a rule engine to
the basic ANNIE system. CAFETIERE makes use of extraction rules defined at
the lexico-semantic level. Because knowledge in CAFETIERE is not stored in Se-
mantic Web ontologies, but by using Narrative Knowledge Representation Language
(NKRL), there is no reasoning support. Other drawbacks of CAFETIERE are that
gazetteering is a slow process when going through large ontologies, and that the
pipeline also misses a WSD component.

The Java Annotation Patterns Engine (JAPE) [15] is a component of GATE. JAPE
is a finite state transducer, which means it is able to translate the strings of the input
into different strings as output. It operates over annotations based on regular expres-
sions. JAPE grammar consists of a set of phases, each of which consists of a set of
pattern/action rules. These phases are run sequentially. Rules have a left-hand-side
(LHS) and a right-hand-side (RHS). The LHS contains an annotation pattern de-
scription, while the RHS contains annotation manipulation statements. Concretely,
the LHS describes a pattern that should be matched in the text and the RHS describes
what is to be done with the matched text. The rules in JAPE are similar to the rules
in CAFETIERE. However, because the syntax in CAFETIERE is at a higher level,
these rules are easier to use, but less flexible.

The Knowledge and Information Management (KIM) [50] platform is a general
purpose framework that tries to provide an infrastructure for IE purposes by combin-
ing GATE components with semantic annotation techniques. In order to automati-
cally annotate news articles, the system uses a pre-populated OWL upper ontology.
The back-end consists of a semantically enabled GATE pipeline, including semantic
gazetteers and pattern-matching grammars. The middle layer provides services like
semantic repository navigation and indexing and retrieval, and the front-end consists
of applications like the Annotation Server and the News Collector. The KIM plat-
form focuses on semantic annotation. Like many other IE platforms, KIM lacks a
Word Sense Disambiguator.

Another more extensive adaption of the basic GATE pipeline is the Semantic-
Based Pipeline for Economic Event Detection (SPEED) [31]. Like KIM, but unlike
many other IE platforms, this framework is semantics-driven and uses a domain-
specific financial ontology developed to detect economic events in texts. The main
differences with the basic GATE pipeline are that it uses an ontology for gazetteering
instead of simple lists, it employs a Word Sense Disambiguator, and finally it uses
an Event Phrase Gazetteer and an Event Pattern Recognition component to extract
economic events from the text instead of merely performing annotation tasks. The
implementation of the framework uses some of the main components of GATE like
the English Tokenizer, the Sentence Splitter, and the Part-Of-Speech tagger. The
functionality of some other GATE components is extended in this framework. Initial
testing results have shown fast gazetteering and decent recall and precision rates for
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concept and event identification [31].

2.6 Feature Selection

Selecting a set of well-performing exogenous variables for a forecasting model is a
problem addressed in many studies [28, 39, 52, 74]. The manual selection of vari-
ables with explanatory possibilities is a relatively straight-forward and intuitive pro-
cess. However, selecting a subset of variables with the highest forecasting power is
not trivial. This procedure is called feature selection.

Evaluating all possible combinations of features is a very time-consuming pro-
cess, especially for complex models with many features, because the amount of
possible feature combinations increases exponentially with the number of features.
Also, simply testing all single features separately in the model and selecting a certain
amount of the best performing ones does not necessarily produce the best subset, be-
cause the performance of features that do not perform well alone can increase when
used in combination with other features.

In order to obtain a well-performing feature subset a variety of feature selection
algorithms has been proposed. Three of them will be described next, starting with
two straight-forward greedy algorithms. The third discussed algorithm is the more
sophisticated ant colony optimization feature selection algorithm. As feature selec-
tion algorithms work with local feature importance functions, first a description of
such a function is given.

2.6.1 Local Importance

A local feature importance function tries to determine the predictive opportunity of
adding a feature to the current subset. The local importance of f; given current subset
S j is notated as LI(fi|S ;). A local importance function that is based on shared infor-
mation between different features and between features and the forecasted variable is
used in the Mutual Information Feature Selection (MIFS) [9]. The MIFS algorithm
makes use of the mutual information (MI) principle in order to determine the prob-
ability that adding another feature will increase the forecasting performance of the
model.

The mutual information of two variables X and Y, notated as I(X,Y), is a value
that indicates the degree these variables correspond to each other. It is also called
the level of dependency between the variables. Completely independent variables
(X, Y) have I(X,Y) = 0. A higher mutual information indicates more dependency
between the variables. Note that the mutual information is a symmetric measure, i.e.
I(X,Y) =1V, X).

The mutual information is related to the measure of entropy. The entropy of a
variable X, H(X), measures the uncertainty of this variable. In this context generally
the Shannon entropy [56] is used. The entropy is often measured in bits. The entropy
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of a single toss of a fair coin is 1 bit, the entropy of tossing two coins is 2 bits, etc. If
the outcome is not completely random, like in the example of a coin toss, the entropy
is lower. For a random variable X with possible values xi, x, ..., x,;, the entropy is
based on the probability mass function p(X), which gives the probabilities of X being
equal to each separate value X;. It is defined as follows:

n
1
H(X) ; pllogs . (2.14)

The mutual information in terms of entropy is defined in Equation 2.15. In this
formula, H(X|Y) represents the conditional entropy of variable X given variable Y.
The conditional entropy of X given Y indicates the amount of randomness which
remains in X when Y is known. It is defined in Equation 2.16, where p(Y) is the
probability mass function giving the probabilities of Y being equal to all of the pos-
sible values y1,y2, ..., V-

I(X,Y)=HX)-HXY) . (2.15)
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(2.16)

In the ideal situation feature selection based on mutual information uses the mu-
tual information between the predicted variable C and each possible subset L. How-
ever, a huge computational load is involved with this approach, especially if the size
of L increases. Therefore the MIFS algorithm uses an evaluation function which tries
to determine the feature which is best to add given the current subset. This evalua-
tion function takes into account the mutual information between different features,
and therefore the possible redundancy. It is defined as follows:

guirs (F) = 1C.f) = 2 S 1(fis) @.17)
|S| seS
where
S = Current subset of selected features
S = Parameter regulating relative importance of /(C, f) with respect to I(f, s)

2.6.2 Greedy Algorithms

A greedy algorithm is an iterative heuristic that tries to find the global optimum mak-
ing the optimal local choice in each iteration. Greedy algorithms are not guaranteed
to provide the global optimal solution. There are two greedy algorithms for feature
selection, greedy forward selection and greedy backward elimination.

Greedy forward selection for feature set F' containing all features fi, fo, ..., fu
involves the repetitive selection of the most promising feature f; and adding this to
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Algorithm 2.1: Pseudo code for greedy forward selection algorithm

S=0
while !stop do

select f; for which

max ses (LI(f1S))
S=SUf

end while

Algorithm 2.2: Pseudo code for greedy backward elimination algorithm

S=F

while !stop do
select f; for which
minges (LI(fIS \ f)
S=S8\/i

end while

the pool of used features. The algorithm starts with an empty subset. In each step,
the feature with the maximum local importance, given the current subset S, LI(f;|S)
is selected and added to the current subset of features. A specified stopping criterion
determines when the algorithm terminates and the current subset is considered the
optimal solution. A possible stopping criterion is a specified number of features,
another possibility is to stop when the performance of the algorithm does not increase
anymore when adding a new feature. The pseudo code of this procedure is given in
Algorithm 2.1.

Greedy backward elimination, of which the pseudo code is given in Algorithm
2.2, functions similar to the greedy forward selection. It starts with the full set of
features, and repetitively removes the least informative feature. In every iteration, the
local importance of each feature in the subset is computed given the other features
in the subset. The feature with the lowest local importance is dropped from the
subset. Possible stopping criteria are reaching a certain subset size or obtaining a
performance decrease when removing another feature.

2.6.3 Ant Colony Optimization

A more complicated feature selection algorithm is ant colony optimization. Ant
colony optimization combines local importance functions, knowledge from past well-
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performing features, and a random component. The advantage of adding a random
component and using knowledge from the past is a decrease of chance to leave out
well-performing features because they do not work well without the combination of
others.

Ant colony optimization, initially proposed by Marco Dorigo [20], is based on the
ant behavior seeking the shortest path between their colony and a food source. The
original algorithm was aimed at finding an optimal path in a graph. An example of
such a problem is the classical Traveling Salesman Problem (TSP), where a salesman
has to visit a group of cities each exactly once and return to the original city. Since
introduction of the original ant colony optimization algorithm, all kinds of extensions
and generalizations have been developed to fit the model for other types of problems.

Background

In the natural world, ants initially wander around their colony randomly in search
of food. While walking around, each ant lays down pheromone trails. If an ant
finds a pheromone path laid down by another ant, it will likely stop walking around
randomly, and follow this path instead. If the ant eventually finds food, it will return
to its colony and reinforce the pheromone on the followed path. This way, paths
leading to food will get higher amounts of pheromone, making them more attractive
for other ants following these trails, each reinforcing the pheromone again. The more
pheromone a path contains, the more likely it is an ant will follow this path.

Over time the pheromone on the paths evaporates. This process reduces the
amount of pheromone on each path over time, making often traveled paths more
attractive than less traveled paths. Long paths require more time to be traveled, re-
sulting in more time for evaporation and less reinforcement. These mechanics make
sure short paths contain higher amounts of pheromone than long paths. Eventually,
situation converges to the ‘optimal solution” where all ants travel the same shortest
path because this contains significantly more pheromone than other paths.

Feature Selection Algorithm

The ant colony optimization algorithm for feature selection simulates the process
followed by ants in the natural world. The algorithm runs in iterations, where each
iteration a number of ‘ants’ develop a possible solution that is a subset containing
a number of features. These subsets are evaluated, and the best subsets are used to
update the pheromone intensity of their containing features. The pheromone trails
are updated using the performance of the forecasting model with the features of the
selected subset. Only the pheromone of the features contained in the best performing
subsets is reinforced. A percentage of all pheromone values is subtracted after each
iteration, imitating the evaporation.

While in the first iteration all subsets are selected randomly, the subsets in the
following iterations are partly selected based on pheromone trails. Each subset in an
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Table 2.2: Parameters and notation of ant colony optimization feature selection

Parameter | Meaning

na Number of ants

F Complete subset of features

n Cardinal of F

fi Feature i

S Subset of features for ant j

m Cardinal of S

T Intensity of pheromone associated with f;

k Number of best subsets used to influence next iteration
p Number of new features each iteration

1-p Relative amount of pheromone evaporation

u Parameter to control relative effect of trail intensity

K Parameter to control relative effect of local feature importance
cc Initial value of pheromone for each feature

B Constant used in MIFS measure

Us ij Updated Selection Measure of feature f; given subset § ;
LII.S / Local Importance of feature f; given subset S ;

iteration consists of a number of features selected randomly from the best perform-
ing subsets in the previous iteration, supplemented by the most promising features
given the current subset and the pheromone trails. The most promising features are
selected in a way similar to greedy forward selection, by using as selection function
the Updated Selection Measure (USM):

Ly
S - 5.
USM,” =3 S, paty)y
0 Otherwise

ies; (2.18)

This way, the features included in the best performing subsets have a higher
chance to be included in the following iteration, while maintaining the possibility
to explore the performance of other features. The pseudo code of the full procedure
is given in Algorithm 2.3, while all input parameters and their notations are listed in
Table 2.2.
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Algorithm 2.3: Pseudo code of the ant colony optimization feature selection

7, =cc,At; =0fori=1,2,....,.n

define parameters na, F, m, k, p, p, i, k, 8

initialize na random subsets each containing m features
evaluate and sort these subsets based on performance

store best performing subset S ; with performance indicator
update 7 for f; € Sy

while !(maximum number of iterations reached) do

create na subsets with m — p features where f € S from last iteration

.....

complete subsets with greedy forward selection using as selection function the
USM

replace duplicate subsets with random ones

evaluate and sort subsets based on performance

store best performing subset S| with performance indicator if new optimal so-
lution is obtained

update 7 for f; € S1__&

end while

2.7 Evaluation Metrics

Time series forecasting models can be evaluated with two widely used performance
metrics. These are the Root Mean Squared Error (RMSE) and the Mean Absolute
Percentage Error (MAPE). In the case of call center load forecasting, RMSE indi-
cates the absolute deviation of the forecast from the actual load in number of calls
on average per day. In the same context, MAPE gives the relative deviation of the
predicted load from the actual load as a percentage of the actual total calls per day.
Both metrics are generally used for measuring the accuracy of the fitted time series
model. The lower bound of both measures is zero, indicating a perfect fit. There is
no upper bound on either metric. The definition of the RMSE is given in Equation
2.19 and of the MAPE in Equation 2.20.

1 n
— _ _ 2
RMSE = J” ,:51 (Fr—A)~ . (2.19)
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1< |A - F,
MAPE = — —_— (2.20)
n ; A;
where
n = Number of predicted observations
F, = Forecasted value for period ¢
A; = Actual value for period ¢
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Chapter 3

Study Design

This chapter discusses the study setup for enhancing the use of exogeneous variables
in call center load foreacasting. Methodologies discussed in the previous chapter are
evaluated with respect to the present study, and all the choices are explained.

3.1 Call Center Planning

As the call center of Vliegtickets.nl has a queue for callers when all operators are
busy, both the basic Erlang-B and the extended Erlang-B methods might produce
inaccurate results for not considering this. The Engset formula is not appropriate for
this study because it is designed for service centers with a small number of sources.
The number of sources of the call center of Vliegtickets.nl is clearly not limited to
200 callers.

The Erlang-C formula, in contrast to Erlang-B, is based on a system with queues.
Therefore this formula is likely to give more accurate results. The square root rule
can calculate the number of operators needed based on the offered load and an indi-
cator for the desired service level, using the same mechanics of Erlang-C. As these
formulas have more properties in common with the call center of Vliegtickets.nl, the
square root rule will be used to determine the number of operators needed, and the
Erlang-C to determine the expected probability of queuing based on this number of
operators. To compute the offered load the daily totals were used. A percentage fol-
lowing from past data indicates the number of calls during the busy hour. Doing an
in-depth analysis of call arrival times, call holding times, abandon rates, and their
distributions is beyong the scope of this study. While Erlang-A fits the characteris-
tics of the considered call center better because it accounts for abandonment, it is
not used in this study for the same reason and because extensive data about abandon
rates is not present.
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3.2 Load Forecasting

The advantage of studies [17] and [45], that forecast stocks and the MSCI EURO
index respectively, over ours is that the text items they use for the forecasting are
clearly defined, due to input texts being specifically aimed at the forecasted variable.
This is opposed to models predicting call center load, where it is usually not clear
beforehand which news items will influence the load. However, to eliminate this
difference, a filtering algorithm could be designed in order to obtain only the news
items that do influence call center load. Using these methods to this filtered news
might be applicable. However, the filtered news items do not directly describe the
call center load, so it is not guaranteed to perform equally well in this study.

The goal of [49], where exchange rates are forecasted using news headlines, is
comparable to ours because it uses news headlines as input which do not necessarily
all have an impact on the predicted variable. However, the predicted variable is
categorical and uses three mutually exclusive possible outcomes (the exchange rate
will go up, remain steady, or go down), while the predicted variable in our study
is continuous. Still, the presented techniques involving probabilistic decision rules
might be usable in our study context for predicting whether there will be a peak in
call center load in the next period. An advantage of using decision rules over many
other methods is that they do not only present the outcome, but also indicate the
causes in an easily understandable format.

Because the input source (the financial column ‘Abreast of the Market’) used in
[62] directly describes the forecasted variable (stock market activity), the input vari-
ables, determined with the General Inquirer (GI), are supposed to be directly linked
to this variable. Therefore a Principal Component Analysis could be used in order to
determine the most influencing categories from the GI. PCA is a mathematical pro-
cedure to reduce the number of input variables whithout losing forecasting power.
While our study is different, the use of the GI seems to be an interesting approach
to determine the content of the used texts. Another difference between [62] and the
current study is that the current one tries to accurately predict the exact load of the
call center instead of merely researching the relationship between two variables.

For the analysis carried out in [24] using the clustering algorithm, a strong rela-
tionship between the news items and the trend is needed. In addition to this, many
data instances backing up this relation are required for the clustering. Because call
center load peaks are only occasionally caused by news events, there might not be
enough training data available to use this approach in the current study. Also [24]
only predicts whether the trend will be rising or dropping, in contrast to our study
which tries to predict the exact load.

Sentiment analysis [1, 27, 46] is an interesting methodology for determining the
terms from news items that have an influence on a certain linked time series. These
studies have the advantage that there is a lot of data available for automatic labelling,
which is not the case in our study. However, sentiment analysis is able to give poten-
tially useful fingerprints of news items. As clearly not all news items influence the
load of the call center in our study, a good filtering method for the news is needed
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for the sentiment analysis to be applicable. The filtering algorithm should select the
news items which have an influence on the load, after which the sentiment analysis
automates the process by determining which terms are significant predictors of the
observed changes.

The use of a prior knowledge base constructed by domain experts, as in [32],
is a valid approach for call center load prediction, as there generally is not enough
data available to automate this process. However, using solely neural networks based
on event information and averages of rates in the past days may not capture exten-
sive trend information, which can be seasonal or dependent on the day of the week.
To capture this information another time series estimation model should be used in
combination with an algorithm capturing the influence of the news events.

While the use of social networks for forecasting purposes [6] is surely interest-
ing and has shown to provide good results, the utilized models in [6] are relatively
straightforward. For the more complicated prediction of call center load using news,
these models are not likely to produce acceptable results. Using the information from
social networks in combination with more extensive models could possibly be use-
ful for call center load prediction though, as people might post status updates about
events which cause trouble with their flights. Basically studies using social networks
measure the same information as studies using news items because both studies try
to capture the same external events, only from different sources. However, the cur-
rent study uses direct news text mining because this is easier from a data availability
perspective.

While the model proposed in [65] does not use text analytics, it is still an inter-
esting option for call center prediction as the used neural network could easily be
extended with more input parameters depending on news events. This results in a
model that combines basic time series analysis with inputs based on external events.
One of the advantages is that neural networks and SARIMA models both are able to
forecast continuous values, required for call center load prediction.

ARIMAX models, as in [13], are applicable to call center load prediction using
news because the basic time series are then forecasted using the (possibly seasonal)
ARIMA part of the model, while the news part is incorporated in the model as an
explanatory variable. Advantages of this approach are that one model takes care
of all variables, and that the model provides a prediction of a continuous variable.
Considering these advantages and because it is a model designed for time series, the
ARIMAX model is used in this study with parameters from the news as exogenous
variables. This is also in line with the scope of this study, which concerns enhancing
basic call center load forecasting models with exogeneous variables mined from the
news.

3.3 Extended Models

The General Inquirer (GI) [58] is able to categorize texts based on large dictionary
lists containing words along with tag categories they belong to. The tag categories
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used by the GI are taken from four sources, the Harvard IV-4 dictionary, the Lasswell
value dictionary, several recently constructed categories, and marker categories like
numbers, prepositions, and pronouns. This results in a total of 182 categories that are
not mutually exclusive. Examples of categories are ‘positive’, ‘negative’, ‘hostile’,
‘strong’, ‘passive’, etcetera.

As these categories basically give a ‘fingerprint’ of the news, it is promising to
use category counts as features for the ARIMAX model. First a manual peak inves-
tigation is executed. In this process the news around peaks is manually searched for
possible causes of the peak. Based on this analysis several categories from the GI are
selected as features for the model. In order to automate the process and account for
possible influences missed by the manual investigation, the feature selection algo-
rithms are also used to determine some feature sets. All models are finally evaluated
with the discussed evaluation metrics and compared to the basic time series model.

3.4 Tools Used

This study applies several tools for different tasks involving wrapping news items
from the Internet, categorising, counting, and filtering news items, calculating mu-
tual information and entropy, identifying peaks in the call center load, estimating
and using SARIMAX models for prediction, evaluating SARIMAX models, and the
greedy feature selection algorithms as well as the ant colony optimization feature
selection. In this chapter I describe the tools used and developed for these tasks.

3.4.1 Processing News Items

For all news processing a News Processor is developed in Java. Many libraries have
been made in Java which are able to process XML formats and get information on-
line. In order to get the news items from both used websites the News Processor
contains a newswrapper. The wrapper is able to download all news items of a spec-
ified date range from both used news sources. It distinguishes between title, date,
time, abstract, body, and location, and is able to save it all in the XML format, in
order to load it from the file again later. The News Processor is able to filter the news
using a keyword-based search. The filter can handle both combined and separate
‘and’- and ‘or’-queries. It is also able to output the daily amount of filtered news
items given the specified query.

The News Processor can categorise the news of a specified date range based
on input CSV-files containing categories along with their containing words, like for
example the General Inquirer dictionary master spreadsheet. It outputs a spreadsheet
containing the counts of the categories for each day of the specified period. The
categoriser uses a keyword-based approach. All parts of the News Processor can
easily be used in a chain, allowing for categorising filtered news obtained from either
the Internet or a local file.
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For wrapping the news from the websites the Jaxen [35] library for Java is used
in order to be able to get the needed text objects from the website using XPath [68]
queries. Jaxen uses the JDOM package [51] for parsing the XML code. This package
is also used to output the news to an XML-file.

3.4.2 Statistical Analysis

The tools for statistical reasoning are developed using R [53], that is a language
for statistical analysis. It it also possible to use R in combination with Java using
the rJava package [66] to call Java functions from R, or the other way around with
JRI. A large variety of packages implementing all kinds of analyzing and forecasting
models has been developed for R.

For calculating and saving the entropy and mutual information, as are used in the
MIFS measure, a tool based on the ‘entropy’ package [29] is used. This tool outputs
matrices containing the entropy of the features from the feature pool and the call
center load, as well as their mutual information. The estimation of the SARIMAX
models is done using the default ‘stats’ package, that also does the actual predic-
tion. The functions used estimate the SARIMAX models based on the regression of
the external inputs. Evaluation of the model on the training sets is done using the
included accuracy report in the ‘forecast’ package [34], while a different tool was
developed specifically for the purpose of evaluation of the models on the test sets.
Both the greedy feature selection algorithms and the ant colony optimization feature
selection are implemented in R using the ‘forecast’ package for local evaluation of all
considered subsets. All packages used are taken from the Comprehensive R Archive
Network (CRAN).
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Chapter 4

Model Design

In this chapter I describe the procedures followed to develop the models used in this
study. After briefly exploring the data, the optimal basic SARIMA model for the
data is determined. Following up the peaks are manually investigated and finally the
models using external variables are determined.

4.1 Data Exploration and Preparation

The dataset used in this study consists of the daily load of the call center of Vliegtick-
ets.nl over the years 2009, 2010, and 2011. The average number of calls a day for the
three years is 260. The average number of calls for the years 2009, 2010, and 2011
are 254, 250, and 302 respectively. No apparent trend can be deduced from these
averages. The averages per day over the three years are given in Table 4.1.

Based on these averages we can assume there are less calls on weekend days

Table 4.1: Average number of calls per day.

Day Average
Sunday 90
Monday 372
Tuesday 333
Wednesday | 332
Thursday 296
Friday 286

Saturday 110
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Figure 4.1: Vliegtickets.nl’s call center load of January 2009

than on weekdays. On average most calls are on Mondays, and the mean amount de-
creases gradually over the rest of the week. To illustrate and backup this assumption
the graph of the call center load of January 2009 is included in Figure 4.1. In this
graph the negative peaks are on the weekends, usually followed by a high peak on
Monday.

Call center load of 2010 is given in Figure 4.2. This graph shows that the number
of calls during the year is relatively steady, except for some peaks. The peaks and
their possible reasons will be discussed later.

The data contains six missing values. To ensure the correct working of all meth-
ods used in the study, the missing values are replaced with the average loads of the
corresponding days during the same year. Because there are so few missing values,
it is unlikely that these changes will influence the results significantly.

4.2 SARIMA Parameter Estimation

This section follows the model identification of the Box-Jenkins methodology in
order to fit the best ARMA model or variant to the call center data of Vliegtickets.nl.
The analysis is based on the daily call center load of the years 2009 and 2010.
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Figure 4.2: Vliegtickets.nl’s call center load of 2010

4.2.1 Identification

The identification starts with demeaning the data by plotting the residuals of the
simple linear model with constant. The Auto Correlation Function (ACF) and the
Partial ACF (PACF) functions of these residuals with a maximum lag of 50 days are
also plotted. The plots are given in Figure 4.3.

In these plots there is clearly a seasonal effect, because there is a pattern repeating
each 7 days. The data exploration already suggested this. Because the length of the
cycle is one week, the period of seasonality is 7. The seasonal subseries with a period
of 7 as given in Figure 4.3 backs up these assumptions by showing a significantly
higher load during weekdays than during the weekend.

The ACF and PACEF plots from Figure 4.3 include large peaks, so the series seems
to be non-stationary. At least one order of differencing is appropriate. Testing for
stationarity is done by the Dickey-Fuller test, as described in subsection 2.4.4. This
is testing if a unit root is present in an autoregressive model of the data, indicating
non-stationarity. The outcome of this test is -19.2382, which is smaller than the
critical value of 3.22 for p = 0.01. Therefore the null-hypothesis of stationarity is
rejected, and the alternative hypothesis of non-stationarity is accepted. The Dickey-
Fuller (DF) values for the load on different days of the week are given in Table A.1 in
the appendix. As all the values are below the critical value, stationarity while taking
seasonality into account is also rejected.

The Root Mean Squared Error (RMSE) is a good indicator for the variance of
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Figure 4.3: Clockwise, starting top right: Residuals, ACF, and PACF plots of de-

meaned call center data, and seasonal subseries.

the residuals. The goal of differencing in ARIMA modeling is to achieve a sta-
tionary variance. Therefore the RMSE of the linear constant models with different
orders of differencing is calculated. The results are given in Table 4.2. The lowest
RMSE is produced by the model with one order of seasonal differencing and no non-
seasonal differencing. Therefore these parameter values (d = 0,ds = 1) are used for
the final model. The plot of the residuals, the ACF plot, and the PACF plot of the
SARIMA(0,0,0) (0,1,0) model are shown in Figure 4.4.

The model is improved as the peaks in the ACF and PACF plots of Figure 4.4
are smaller than in the plots of the basic linear model (Figure 4.3). However the
series are still mildly under-differenced, because there remain significant peaks in
the ACF and PACF plots. In order to fix this a non-seasonal autoregressive term is
included in the model, making it a SARIMA (1,0,0) (0,1,0) model. The RMSE of this
model is decreased to 90 from 98 for the SARIMA (0,0,0) (0,1,0) model. The plot of
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Table 4.2: Root Mean Squared Error values of linear models with varying orders of

differencing

Model RMSE

ARIMA(0,0,0)(0,0,0) | 130
ARIMA(0,1,0)(0,0,0) | 150
SARIMA(0,0,0)(0,1,0) | 98

SARIMA(0,1,0)(0,1,0) | 109
ARIMA(0,2,0)(0,0,0) | 230

the residuals along with the ACF and PACF plots are shown in Figure 4.5 (left side).
Both the ACF and the PACF plots still show a negative peak at lag 7 and lag 14 (week
1 and week 2), indicating the need for a seasonal moving average term. Including
this term results in a SARIMA (1,0,0) (0,1,1) model. The RMSE of this model is 68,
which is a significant improvement from the RMSE of 90 for the SARIMA (1,0,0)
(0,1,0) from the last step. The usual plots are shown in Figure 4.5 (right side).

There are still small occasional peaks in both the ACF plot and the PACF plot
of Figure 4.5 (right side). However, investigation shows that increasing any of the
terms in the model does not remove these, nor does it yield a significant decrease of
the RMSE. Therefore SARIMA (1,0,0) (0,1,1) model will be used for the basic call
center load forecast.

4.2.2 Evaluation

The models are evaluated on a test set. Tables with RMSE and MAPE values are
included in Appendix A. The load of each day of 2010 is predicted based on a model
built on the 365 days before this day. Table A.2 shows the RMSE and the Mean
Absolute Precision Error (MAPE) for different models. This evaluation shows that
the SARIMA (1,0,0) (0,1,1) model is indeed one of the best performing models, with
as good alternative the SARIMA (1,0,1) (0,1,1) model.

As possible improvement the AR term of the 4 best performing models with 1
AR term is increased by 1, making the AR term 2. The results of this test are included
in Table A.3. Adding an AR term to the model results in a decrease of the MAPE and
RMSE, resulting in a new best model being SARIMA (2,0,0) (0,1,1) with a MAPE
of 20.9% and a RMSE of 75.3.

Trying to further enhance the model, more AR terms are added to the models.
The evaluation results of these models are shown in Table A.4. As can be noted from
these results, increasing the amount of AR terms does not or hardly improve the
models, depending on evaluation measure. Therefore the SARIMA (2,0,0) (0,1,1)
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Figure 4.4: Residuals, ACF, and PACEF plots of the seasonally differenced data.

model is used as final model, with a seasonal frequency of 7 days. As estimation
method for the parameters the conditional sum of squares is used.

4.2.3 Robustness Test

From the original demeaned data the assumption arises that there are positive outliers
in the data. The boxplot in Figure A.1 confirms this assumption. Outliers here are
considered datapoints that lie more than 1.5 times the inner quartile range from the
first and third quartiles. This is also in line with the nature of the data, because there
will be extremely busy days due to external events which cause positive outliers.
Negative outliers are less likely to occur because extremely quiet days are less likely
and a negative load of the call center is not possible.

In order to check the robustness of the obtained model all outliers from the data
are replaced with the averages for this day measured over the whole dataset and
execute the same analysis in order to obtain the best model. The complete analysis
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is carried out again, yielding the same results as the analysis on the dataset including
outliers. The plots are omitted from this study because they are similar to the plots
in the previous section.

Table A.5 shows the evaluation of the methods on the test set without outliers.
This evaluation shows no significant change in the evaluation measures for the se-
lected model, and the model is still one of the best performing ones. However, for
data excluding outliers, increasing the number of AR terms will yield better results.
This phenomenon is usually referred to as overfitting, resulting in models that are
not robust to outliers. This is confirmed in the evaluation results of the models with
multiple non-seasonal AR terms. As such models are less robust to outliers, the
SARIMA (2,0,0) (0,1,1) model is used for basic call center load prediction in this
study, as obtained in the previous section.

4.3 Peak Investigation

In this section peaks in the load of the call center are defined and located. In order
to get an indication of the type of news events the news preceding peaks is manually
searched for possible causes. The main results are reported here.

A possible way to locate peaks is by selecting all data points which have a large
deviation from the average load. However, as the load significantly varies depending
on the day of the week, weekdays will have a much higher chance of being a positive
peak, while weekend days have a higher chance of being a negative peak. This can
be solved by using the daily averages instead of the global average. However, this
approach does not filter out peaks which are already accounted for in the SARIMA
model, like naturally caused peaks for example by busy periods due to summer time.
Therefore a peak is here defined as a data point with a positive or negative deviation
from the predicted load by the obtained SARIMA(2,0,0)(0,1,1) model of more than
a certain percentage, hence being unexplained variance in residuals. This definition
makes sense also because the essence of this study is to be able to adjust and improve
the prediction made by the basic model. Because the MAPE of the basic model
is 20.9% for the years 2009 and 2010, the critical percentage for peaks is set a bit
higher at 25%. This results in a reasonable number of positive and negative peaks.
Both positive and negative peaks are considered, however finding many news events
causing negative peaks is not likely. The reasoning behind this is that people probably
will not stop calling Vliegtickets.nl due to some news event, but only call more often.

With this definition for peaks a total of 25 positive peaks and 36 negative peaks
for the year 2010 is obtained, and 16 positive peaks and 30 negative peaks for 2011.
With the used approach it is not possible to locate peaks in 2009, because this is the
first available year in the dataset so previous years can not be used for the prediction.
Therefore the lesser approach of using the deviation from the daily averages is used
for this year. Because this approach is less accurate slightly larger critical percentage
margin of 30% is used. This method resulted in 11 positive and 10 negative peaks.
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Table 4.3: Possible peak-causing events

Event

Mexican HIN1 flu becoming pandemic
Heavy rain, storm in Europe

Heavy snowfall troubling flight travel
Dutch to use full-body scans for flights
Volcano eruption troubling flights
Airways company strikes

Smoke chokes Moscow, planes diverted

Major unrest in Arabic countries

Public sector strikes

Possible causes in the news for 8 positive peaks in 2009, 18 positive peaks in
2010, and 13 positive peaks in 2011 are found. Most possible explanations in the
news occur one or two days before the peak. As expected no possible explanations in
the news for negative peaks were found. However, further investigation showed that
some of the negative peaks can be explained by Dutch national holidays like Easter,
Pentecost, Christmas, and New Year’s Eve. Almost all national free days in the three
years yield negative peaks. A summary of the types of events which seem to have a
high probability of causing a positive peak in call center load is given in Table 4.3.
News sources used for this analysis are Reuters UK [54] and the Dutch NOS website
[47]. Because there are no large differences between these two websites and because
most existing language processing tools are English the English Reuters is used as
the news source for forecasting in this study.

It is hard to use these specific events for prediction, because several of them
are rather unique events which are not likely to happen very often. An example is
the Icelandic volcano eruption in 2010 which grounded all flights in large parts of
Europe and caused a large peak in call center load. It is not likely that a very similar
event will happen often in the near future. An event with more promising forecasting
possibilities is heavy weather causing airport closure in Europe, because this type of
event is more likely to happen frequently.

Searching the obtained possible causes for similarities, most of these events are
described by at least some news items which also mention the influence this event has
on flight traffic. Operations on the news corpus like filtering or counting words us-
ing keywords concerning air traffic trouble might yield well-performing forecasting
models.

Another problem with linking events to peaks arises specifically in the year 2011.
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Table 4.4: Training sets

Training set | Years

1 2009
2 2009 & 2010

Overall, positive peaks in 2011 are more spread out and smaller than the peaks in the
other two years. This makes it harder to link them to specific events, because several
of the possible causes are on-going problems like, for example, the ‘Arabic spring’
revolutions in Tunisia, Libya, and Egypt. Because news sources frequently release
news items about these subjects, it is hard to dedicate them to a specific peak. To
conclude, manual peak investigation does not result in a clear methodology to use in
order to improve the basic forecasting model using the news.

4.4 Extended Models

Because manual investigation of the peaks does not provide a clearly defined method-
ology to forecast peaks in call center load using news multiple models are designed,
obtained either manually or by automating the process of feature selection. This sec-
tion describes all the steps taken in order to develop a forecasting model that is able to
cope with peaks caused by external events. All models are SARIMAX(2,0,0)(0,1,1)
models using the regression of external inputs. The selection of exogenous variables
or features is described in this section. Two partly overlapping training sets are used
for model estimation: the first one contains the data from 2009, and the second one
contains all data from 2009 and 2010. These training sets are designed because the
obtained models should be tested on both 2010 and 2011, while a larger training set
has a higher probability of producing a well-performing model. Training and testing
on the same years can yield biased evaluation results [40].

4.4.1 Base Model

The first considered feature is an indicator whether the day is a Dutch national holi-
day. Because this feature is not news-related, it does not contribute to the main goal
of this study. However, because the peak investigation suggested a strong relationship
between national celebration days and negative peaks in call center load, I decided
to use this feature in order to create the most optimal forecasting model. This feature
is not lagged because national holidays are fixed days and their dates are known in
advance each year. All features considered are positive numbers by nature.

As I am primarily investigating the impact of external events on the call cen-
ter load I select the ‘holidays’ feature by default, thus incorporating it in the base
model. A short evaluation predicting the years 2010 and 2011 using the previous
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Table 4.5: Evaluation of ‘holidays’ feature

Predicted year | RMSE without ‘holidays’ | RMSE with ‘holidays’

2010 77.02278 71.59584
2011 63.07692 59.46052

years shows that the SARIMAX(2,0,0)(0,1,1) model with the ‘holidays’ feature as
the only exogenous variable performs better than the basic SARIMA(2,0,0)(0,1,1)
model without external variables. The RMSE values of the models including and
excluding ‘holidays’ are given in Table 4.5.

4.4.2 Obtaining Feature Pools

The manual peak investigation suggested a relationship between positive peaks and
news items describing events that influence flight traffic. Because such news items
usually mention the impact of the event on air travel, searching the news for flight re-
lated terms intuitively provides forecasting possibilities. The available feature pools
are created manually.

The first pool of available features consists of the total number of words falling
under each category, aggregated over all news items each day. Because today’s news
can not be used in order to forecast today’s load, the category counts are lagged one
day. This is also in line with the peak investigation which showed that positive peaks
related to events usually occur one or two days after the first day of the event. It
results in a model that forecasts call center load based on the news of one or more
days before the forecasted day.

These measures might not contain all available information because they do not
distinguish between one news item containing many flight related words and several
news items each containing only one flight related word. Therefore another feature
is included in the pool of available features containing the number of news items
resulting after querying the news using keywords ‘airport’ and ‘flight’. Because of
the general nature of these two keywords, this approach is able to obtain the majority
of news items that relate to air traffic. Like the categories, this feature is lagged one
day. The feature is labeled ‘filter_count’.

Added to this pool are two features representing the weather. The first of these
is the average temperature per day, measured in Kelvin to avoid negative values,
indicated by “Temp’. The second indicator for the weather is the daily precipitation
amount (‘Precip’). Both metrics are not taken from the news but from the database
of the Dutch weather institute Royal Netherlands Metereological Institute (KNMI).
Both weather-related features are lagged one day.

The second pool of features developed for forecasting purposes contains the cat-
egory counts from the same dictionaries, but instead of using the full news corpus,
only the filtered news items by the keywords ‘airport’ and ‘flight’ are categorized.
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Table 4.6: Explanation and examples of several GI categories

Category Name | Category Description Examples

Hostile Words indicating an attitude or | Ambush, anger, anarchy,
concern with hostility or aggres- | battle

siveness
Sky Words for all aerial conditions, | Air, sky, snow, weather,
natural vapors, and objects in | wind

outer space
Travel Words for all physical move- | Arrival, depart, flight,
ment and travel from one place | journey

to another in a horizontal plane

Rise Words for upward movement Ascent, elevate, fly, raise

This approach might make the suggested flight-related categories less useful, be-
cause they possibly become redundant. Other categories may be more interesting
when this feature pool is used. This pool does not include the number of air traffic
related news items or the weather-related features.

4.4.3 Feature Selection

As flight traffic related words are promising for forecasting purposes, the categories
‘sky’, ‘travel’, and ‘rise’ from the GI seem specifically interesting, especially be-
cause the category ‘sky’ also contains words related to the weather. The first models
considered use the manually selected features ‘sky’, ‘travel’, ‘rise’, and ‘filter_count’
from feature set 1. Because some peaks seem to be more related to events involving
revolutions in the Middle-East, the ‘hostile’ category feature is also used. To keep
a reasonable amount of models just the five models using these single features, the
ten models containing each possible combination of three out of the five mentioned
features, and the model containing all of these features are considered, resulting in a
total of 16 models. Next added is a model involving testing the impact of the weather
on the call center load. The features in this model, beside the default ‘holidays’ fea-
ture, are ‘Temp’ and ‘Precip’. The manually obtained 17 models are shown in Table
4.7 and labeled as model 1 to 17. A description of the used categories along with
some examples of words contained in them is given in Table 4.6.

Because the now obtained models are solely based on presumptions about influ-
encing events, the process of feature selection is automated using the feature selection
algorithms described in Section 2.6. The greedy selection algorithm is used to de-
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Table 4.7: Table of models
Model | Features
1 Hostile
2 Sky
3 Rise
4 Travel
5 Filter_count
6 Hostile, Sky, Rise
7 Hostile, Sky, Travel
8 Hostile, Sky, Filter_count
9 Hostile, Rise, Travel
10 Hostile, Rise, Filter_count
11 Hostile, Travel, Filter_count
12 Sky, Rise, Travel
13 Sky, Rise, Filter_count
14 Sky, Travel, Filter_count
15 Rise, Travel, Filter_count
16 Hostile, Sky, Rise, Travel, Filter_count
17 Temp, Precip
18 Doctrine, Economy, WealthOth, WealthTot, Precip
19 Our, WealthOth, WealthTot, WellBePhys, Precip
20 Affiliation, Undrstated, Race, Social, PowerEnds
21 Negative, Understated, Evaluate, TransactionGain, Temp
22 Understated, Economy, Complete, WealthOther, WealthTotal
23 Exchange, Sky, PowerDoctrine, SkillTotal, Nation
24 Academic, ComonObj, Time, AffectOther, Filter_count
25 SocialRelations, ComonObject, Travel, EnlightGain, Nation
26 Strong, Political, Space, Explanation, PowerTotal
27 Strong, Doctrine, Travel, Positive, Negate
28 Pain, Ordinal, AffectLoss, WealthTransaction, EnlightEnds
29 Race, Number, PowerLoss, RespectGain, AffectLoss
30 Sky, Vary, Decrease, WealthOther, TransactionGain
31 Sky, RectitudeLoss, RespectGain, EnlightLoss, Arena
32 Female, NaturalObject, Fall, PowerLoss, Anomie
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Figure 4.6: Determining the optimal feature subset size

termine the optimal number of features for the models. While this algorithm may
not result in the optimal feature set, testing on multiple years might give a reliable
indication of the number of features to be used. Two tests are designed, involving the
use of training set 1 to predict the year 2010, and the use of training set 2 in order
to predict the year 2011. The results are shown in the graph in Fig. 4.6. Both tests
suggest that the optimal number of features to be used is approximately 5.

With the determined optimal number of 5 features more models are constructed
using the three feature selection methods. Both greedy algorithms use a fixed ap-
proach, so each given number of features results in a feature set which is the same
each run. Because the resulting sets of the greedy algorithms are almost equal for
both training sets only the two obtained sets of these algorithms with training set 1
are used. For the MIFS measure the constant § is set at 0.6, as suggested in [9]. The
results labeled as model 18 and 19 respectively are given in Table 4.7.

Because the ant colony optimization (ACO) incorporates a random component,
and is sometimes depending on the randomly chosen features from the first iteration,
it does not return the same feature set each run. Therefore the models that perform
best on the training sets, after multiple runs of the algorithm, are selected. For the
MIFS measure 8 = 0.6 again, and for the optimization algorithm u = « = 1, trail
evaporation 1 —p = 0.25, and the initial value of pheromone for each feature cc; = 1,
as suggested in [3]. The number of ants or subsets na used is 30, the best k number of
ants used to influence the next iteration is set at 10, and the number of new features
for iteration p is 3. Finally, each run of the algorithm consists of 50 iterations. A total
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Table 4.8: Methods used to obtain feature sets

Model | Method Training set | Feature Set
1-17 | Manual - 1
18 Greedy Selection 1&2 1
19 Greedy Elimination 1&2 1
20-22 | ACO 1 1
23-25 | ACO 2 1
26 Greedy Algorithms 1&2 2
27-29 | ACO 1 2
30-32 | ACO 2 2

of six feature sets were selected using ACO for further evaluation, which are shown
in Table 4.7, labeled as model 20 to 25. Three of these are trained on training set 1
and the other three are trained on training set 2.

The last models considered are automatically developed from feature set 2. The
first of these models is constructed with the greedy algorithms on training set 1.
Both greedy selection and greedy elimination resulted in the same model with this
feature set, labeled model 26. The concluding six models, labeled model 27 to 32,
are determined with the ant colony optimization, consisting of three models based
on training set 1 and three models based on training set 2. A total of 32 models
is obtained, all shown in Table 4.7. Table 4.8 shows the method, training set, and
feature set used to obtain each model.

4.4.4 Planning

With a model for the daily call center load forecast, the model still needs to establish
the number of operators needed to answer the calls and reach the desired service
level. The square root rule, described in Chapter 2 and shown again in Equation
4.1, is able to calculate the number of operators needed based on the load of the call
center and a constant as indicator for the desired service level.

m=E+BVE . @.1)
where
= Axh
= Call arrival rate in minutes

Average call-holding time in minutes

=™ =~ I
I

= Constant depending on desired service level
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Because the daily load is not equally spread across the day, the call arrival rate can
not be calculated using only the daily load and the time the call center is open. This
would result in insufficient operators for the busy hours. Therefore the call arrival
rate is determined based on the number of calls in the ‘busy hour’, that is the hour
of the day with the most calls. Calculations on the years 2010 and 2011 show that
the busy hour generally yields approximately 11 % of the daily calls. The average
call-holding time over 2010 and 2011 was 5 minutes and 11 seconds. To account for
a safety buffer and ring times, an average call-holding time 4 of 5.5 minutes is used.

Assume a daily number of calls of 400. The busy hour yields 400 = 0.11 = 44
calls. This is a call arrival rate A of 44/60 = 0.73 calls per minute. The calculated
values together result in a call center load E of 5.5 % 0.73 = 4.0 Erlang. Applying
the square root rule for safety staffing with a constant 5 of 0.9 shows that the desired
number of operators is 4.0 + 0.11 * V4.0 = 5.84, rounded to 6 operators.

Using this number for the Erlang-C formula, as described in Chapter 2 and shown
again in Equation 4.2, yields a probability that a customer has to wait of 11.8 %
for 6 operators during the busy hour. Increasing the number of operators obviously
decreases this probability. However, Erlang-C assumes that all blocked calls enter
the queue and will stay there indefinitely. In reality, a part of these calls will abandon
the system and either call back later or abandon the company. Because of this fact
the results may not be entirely accurate. Another fact to keep in mind with these
calculations is that they are calculating averages. Experiences with different days
and times may vary from these averages.

E" _m_
_ m! m—E
P,(E,m) = B m “4.2)
i=0 ! m! m—E
where
P,, = Probability that a customer has to wait
E = Offered traffic
m = Number of servers



Chapter 5

5.1 Forecasting

All developed models are evaluated using two tests, one based on the year 2010 and
the other based on 2011. The tests predict each day of the year using the evaluated
model built on the 365 days preceding this day. The evaluation is using one day ahead
forecasting. All results are shown in Table 5.1, while the best performing models
are also shown in the graph of Figure 5.1. The ‘clean’ model is the SARIMAX
model without external parameters besides the default ‘holidays’ feature. Low RMSE
values compared to the RMSE of the clean model are highlighted for separate years
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Figure 5.1: RMSE values for the best performing models for 2010 and 2011.
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Table 5.1: Evaluation Results

2010 2011
Model | RMSE MAPE RMSE MAPE

Clean | 71.59584 | 0.1965481 | 59.46052 | 0.1620854
1 71.60340 | 0.1964228 | 59.73793 | 0.1629967
2 68.63996 | 0.2121450 | 62.20308 | 0.1712511
3 71.49465 | 0.1968789 | 59.62552 | 0.1626546
4 70.78567 | 0.2088980 | 60.76275 | 0.1655302
5 69.46576 | 0.2036352 | 61.58345 | 0.1685262
6 68.99005 | 0.2139527 | 62.34568 | 0.1704671
7 68.43640 | 0.2169298 | 62.46222 | 0.1715471
8 67.56614 | 0.2102386 | 62.03777 | 0.1684082
9 70.72288 | 0.2125537 | 61.18166 | 0.1668626
10 69.53713 | 0.2036616 | 62.01281 | 0.1684027
11 69.32407 | 0.2092855 | 62.00606 | 0.1689659
12 68.65833 | 0.2156885 | 62.64251 | 0.1710041
13 67.50674 | 0.2097757 | 62.68043 | 0.1705077
14 67.65980 | 0.2124005 | 62.26051 | 0.1697821
15 69.34965 | 0.2082018 | 62.43100 | 0.1694163
16 67.57991 | 0.2141129 | 62.63181 | 0.1691009
17 72.12051 | 0.1990305 | 59.66569 | 0.1625560
18 71.75493 | 0.2054651 | 59.95725 | 0.1661760
19 71.48609 | 0.2009431 | 60.18074 | 0.1648616
20 72.1323 | 0.2002387 | 60.07343 | 0.1639492
21 72.03634 | 0.1986477 | 59.78743 | 0.1646538

22 71.40773 | 0.2006877 | 60.03562 | 0.164716
23 67.97988 | 0.2122895 | 62.33069 | 0.1720297
24 69.10595 | 0.2072089 | 62.55832 | 0.1700503
25 70.51194 | 0.2195307 | 61.88039 | 0.1684595
26 71.38840 | 0.2109367 | 62.11184 | 0.1693930
27 72.68947 | 0.2143197 | 62.15707 | 0.1686879
28 73.27861 | 0.2110278 | 60.7696 0.1665167
29 73.98268 | 0.2075295 | 61.02424 | 0.1669809
30 67.32328 | 0.2165034 | 61.94159 | 0.1646685
31 67.26591 | 0.2192662 | 61.56716 | 0.1638218
32 60.95447 | 0.2008072 | 64.437140 | 0.1719295
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The first thing noted from these results is that none of the models performs better
on 2011 than the clean model. Both performance indicators show less forecasting
accuracy of the extended models on this year, in varying degree. Several models per-
form better in forecasting 2010 than the clean model on the RMSE metric. According
to this metric some of the manually designed models, along with the models 23 to 25
slightly outperform the clean model, while the models 30 to 32 outperform the clean
model by a more substantial amount. However, evaluating models 23 to 25 and 30 to
32 on 2010 is biased because the features of these models are partly determined based
on the same year using the ant colony optimization. Omitting these results yields
some of the manually obtained models as best performing ones on 2010, especially
the models containing the features ‘Sky’ and ‘feature_count’. The model containing
both weather-related features does not perform better than the clean model on both
years.

The reasons behind the poor performance of the models constructed by the differ-
ent feature selection algorithms are related to the specific dataset. As already stated
in the peak investigation of Chapter 4, the call center load in 2011 contains less
clearly delineated peaks which can be directly linked to external events than 2010.
Because of this fact, the clean model already performs significantly better on 2011
than on 2010. Therefore models with well-performing features taken from 2010 are
not likely to increase the forecasting accuracy of the clean model on 2011.

The Pearson correlations between the load and the manually selected features,
shown in Table 5.2, confirm these observations. While both weather-related parame-
ters have low correlations with the load across all three years, most category-features
and the ‘filter_count’ have substantially higher correlations in 2010 than in the other
two years. This is in line with the performance of the different models as shown in
the results table.

For illustrative purposes an example of the actual load along with the clean pre-
diction and the prediction of the best performing model with manually determined
exogenous variables around one of the major peaks is included in Figure 5.2. The
shown peak was caused by the outbreak of the Icelandic volcano in April 2010. The
time of this graph is measured in days. What can be noted from this graph is that
while there is no difference between both predictions of the first major peak where
both models perform equally poor, the second major peak is slightly better predicted
using the model with the exogenous variables. However, as the shown peak is one of
the most extreme ones available in the dataset, it is not strange that the model is not
trained well enough to forecast it more precisely.

The performance of categories from the second feature set, where the categori-
sation is done on filtered news items, suffers from the same problem as the models
using feature set 1. This can be noted by comparing the RMSE of models 27 to
29 to the RMSE of models 30 to 32. Models 27 to 29 perform less than the clean
model because their feature sets are deduced from the year 2009, while the models
are tested on 2010. However, doing the categorisation based on the filtered news
items certainly is promising because models 30 to 32 perform significantly better on
2010 than models 23 to 25, which are also created partly based on the year 2010.
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Table 5.2: Pearson correlations between call center load and manually selected fea-

tures

Pearson Correlation

Feature 2009 | 2010 | 2011

Hostile 0.18 0.24 0.16
Sky 0.03 0.46 0.12
Rise 0.22 0.18 0.22
Travel 0.14 0.31 0.14

Filter_count | 0.07 0.40 0.10
Temp 0.10 -0.11 -0.03
Precip 0.09 -0.04 | 0.06
Holidays -0.21 | -0.19 | -0.21

While both tests are biased because they are trained and evaluated on the same years,
the higher performance of the filtered categorisation might indicate stronger forecast-
ing possibilities on datasets containing more peaks across all years. Another thing
that can be noted is that the improvement of these models on 2010 is larger than the
declined performance on 2011.

The results table shows a lack of general agreement between the RMSE and
the MAPE metric. Sometimes the MAPE goes up where the RMSE goes down, or
vice versa. I focused the evaluation of the models on the RMSE measure because
it is more important to keep the accuracy high in terms of absolute calls than in
terms of a percentage, considering the fact that each missed call might cause a lost
customer. An increase of the MAPE together with a decrease of the RMSE indicates
a better forecast on busy days (generally weekdays in the used dataset) and positive
peaks and a lower performance on days with a lower call center load. The trend
of lowering the RMSE regardless of the MAPE can be explained by the fact that
the feature selection algorithms are focused on minimizing the RMSE. The RMSE
metric is also considered more important in this study because this study is aimed at
predicting positive peaks using news.

While these results do not directly give models that outperform the basic trend
models, it does give some pointers for future improvements of call center prediction.
Possibilities of this are similar models for different call centers which are more de-
pendent on external events than the studied call center. This follows from the slightly
improved accuracy on the year 2010 which has higher correlations to several cate-
gories taken from the news. For the call center of Vliegtickets.nl better models might
be developed when more data is available. Another option to improve the model is
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Figure 5.2: Comparison of two predictions along with the actual load for April 2010.

adding a feature indicating closure of airports or delay of flights, or a feature indicat-
ing heavy weather.

5.2 Planning

The influence of different forecasting models on the actual operator planning is cal-
culated to check their practical relevance. In the high peak example of April 2010,
one day the call center load amounts 1078 calls. The square root rule for safety
staffing similar to subsection 4.4.4 yields a necessary number of operators of 14. The
clean model forecasts a load of 458 calls, resulting in 7 needed operators. Model 16
forecasts 573 calls, suggesting 8 needed operators. Clearly both forecasting meth-
ods result in heavy understaffing, hence further research would be interesting from
a practical point of view. However, this example uses the most extreme peak of the
used dataset. Other parts of the dataset yield much smaller differences.
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Chapter 6

Conclusion

This thesis explored a field that has not been served before in the literature, namely
the prediction of daily inbound load of call centers using events text-mined from the
news. While basic load prediction can be done using time series models based on
historic data, these models do not capture the influence of external events. Many
call centers experience a higher number of calls on days following a far-reaching
event related to their business field. The call center considered in this study is from
Vliegtickets.nl, a Dutch company providing information concerning all kinds of as-
pects related to flight holidays. The number of incoming calls of their call center is
likely to be affected by actual events related to flight traffic. An accurate prediction
of the call center load could save money because the company will not hire too many
operators being idle, nor will it hire too few operators, resulting in missed sales calls
leading to increasing opportunity costs.

The first part of this study consists of an extensive analysis of existing method-
ologies in literature. Both basic call center planning and more extended forecasting
models were discussed. It also includes other forecasting fields which already make
use of external parameters such as news. Concluding the related work a discussion
of available text analytics techniques and feature selection algorithms was given.

The study continued with a description of the study design where different meth-
ods were evaluated with respect to the current case. Following up the actual model
design is described. The most optimal seasonal autoregressive integrated moving-
average (SARIMA) model was determined using the Box-Jenkins approach. Ac-
cording to this analysis carried out on the years 2009 and 2010 the best performing
SARIMA model is the SARIMA (2,0,0) (0,1,1) model with a seasonal frequency of
7 days.

Peaks in call center load were located using the trend model, with as indicator
the deviation between the forecasted load and the actual load. The news around large
peaks is analyzed, and possible causes are listed. While this manual analysis does
not clearly point to certain types of events influencing the call center load, there is
evidence that some peaks, especially in 2010, are caused by events related to flight
traffic. Another suggestion that rises from the peak investigation is that Dutch public
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celebration days generally yield less calls than normal days. Because the study is
aimed towards predicting the call center load using external events taken from the
news, an external parameter indicating national free days is included by default in
the base model. The results in a model that gives an RMSE of 71.6 for the prediction
of 2010 and 59.5 for 2011, and a MAPE of 19.6 % for 2010 and 16.2 % for 2011.

Several models were created using features based on the categorisation of the
news with the dictionaries of the General Inquirer. The feature pool was completed
by a variable indicating the number of news items about flight traffic, and two vari-
ables indicating the weather. Both manually selected features like ‘sky’, ‘travel’,
‘rise’, and ‘hostile’, and automatically selected features by the feature selection al-
gorithms were evaluated. While some of the manually selected models perform better
than the clean SARIMA model on 2010, none of the models outperforms the clean
model in predicting the call center load of the year 2011. A second feature set con-
taining the categorisation of the filtered news items about flight traffic did not show a
different pattern. Features from feature set 1 performing well on predicting the load
of 2010 are the categories ‘sky’, ‘travel’, ‘rise’, and the feature containing the counts
of daily filtered news items. The two weather-related features performed poorly. The
best-performing model on 2010, according to the RMSE, which was not determined
based on 2010 is the model including categories ‘hostile’, ‘sky’, ‘rise’, ‘travel’, ‘fil-
ter_count’, and ‘holidays’. This model had an RMSE of 67.6 on 2010, while the
clean model yielded an RMSE of 71.6. However, the performance of this model on
2011 is decreased from an RMSE of 59.5 to an RMSE of 62.6.

The performance of models based on both feature sets is probably suffering from
the fact that the year 2011 contains less clearly defined peaks related to actual events
than 2010, and hence has smaller correlations with most categories from the news.
This problem might be solved for the call center of Vliegtickets.nl by a larger dataset
containing more peaks. However, the evaluation and improved performance on the
year 2010 suggests that the followed approach is valid for call centers with are more
influenced by certain news events than this call center.

Possible directions for future work concerning flight traffic-related call centers in-
clude adding and evaluating other features such as ones related to the weather. While
this study simply considered the daily average temperature and the total daily precipi-
tation, other features indicating heavy weather hindering traffic might perform better.
However, designing such features is not trivial and is hard to automate because many
aspects, such as snow, temperature, wind, and precipitation, should be considered.
Also it is not certain that such features would outperform weather-related categories
based on the news, such as ‘sky’, that are already evaluated in this study, although it
is likely that they would remove a lot of unrelated noise contained in the news.

Another possibility to improve load forecasts would be to add a variable that
accounts for airport closure or flight delays. Generally events causing large flight
delays result in positive call center peaks. However, designing such a variable is
again not trivial and would not certainly improve the flight-related categories taken
from the news used in this study.

Finally, using a semantic approach instead of the keyword-based approach of this
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study might improve the model. While the performance of this study is possibly not
optimal due to word ambiguity, a semantic approach would remove this flaw from
the models, resulting in using only news items that are truly related to flight traffic.
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Appendix A

SARIMA Parameter Estimation

Table A.1: Dickey-Fuller statistics for different days of the week

Day DF Statistic
Sunday -9.1052
Monday -10.0671
Tuesday -9.0103

Wednesday | -8.7969
Thursday -11.1112
Friday -9.3286
Saturday -12.1662
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Table A.2: MAPE and RMSE of a selection of (S)ARIMA models

Model MAPE RMSE
ARIMA(1,0,0) 0.6893205 | 125.4069
ARIMA(0,0,1) 0.6626713 | 122.6503
ARIMA(1,0,1) 0.6716172 | 124.4566
ARIMA(1,1,0) 0.5960528 | 147.0444
ARIMA(0,1,1) 0.7903393 | 134.3845
ARIMA(1,1,1) 0.6848284 | 128.1025
SARIMA(0,0,0)(1,0,0) | 0.40553 107.3186
SARIMA(0,0,0)(0,0,1) | 0.6091221 | 117.2814
SARIMA(0,0,0)(1,0,1) | 0.3881951 | 226.7999
SARIMA(0,0,0)(1,1,0) | 0.283699 | 107.2019
SARIMA(0,0,0)(0,1,1) | 0.2611378 | 92.69493
SARIMA(0,0,0)(1,1,1) | 0.2539103 | 93.21731
SARIMA(1,0,0)(1,0,0) | 0.3462678 | 96.2442
SARIMA(1,0,0)(0,0,1) | 0.5215151 | 107.4959
SARIMA(1,0,0)(1,0,1) | 0.2498855 | 89.52293
SARIMA(1,0,0)(1,1,0) | 0.2610529 | 95.32604
SARIMA (1,0,0)(0,1,1) | 0.2116746 | 75.95171
SARIMA(1,0,0)(1,1,1) | 0.2110769 | 78.09946
SARIMA(0,0,1)(1,0,0) | 0.3634658 | 98.47098
SARIMA(0,0,1)(0,0,1) | 0.5169031 | 106.849
SARIMA(0,0,1)(1,0,1) | 0.290225 | 117.9785
SARIMA(0,0,1)(1,1,0) | 0.2670421 | 99.1672
SARIMA(0,0,1)(0,1,1) | 0.2309432 | 81.70059
SARIMA(0,0,1)(1,1,1) | 0.2305064 | 83.3006
SARIMA(1,0,1)(1,0,0) | 0.3460593 | 97.665
SARIMA(1,0,1)(0,0,1) | 0.5143663 | 106.9366
SARIMA(1,0,1)(1,0,1) | 0.3101831 | 109.224
SARIMA(1,0,1)(1,1,0) | 0.2641394 | 94.3284
SARIMA(1,0,1)(0,1,1) | 0.2113326 | 75.66693
SARIMA(1,0,1)(1,1,1) | 0.2125085 | 77.44316
SARIMA(1,1,1)(1,0,0) | 0.3397523 | 100.1561
SARIMA(1,1,1)(0,0,1) | 0.5150296 | 108.9306
SARIMA(1,1,1)(1,0,1) | 0.24538 82.33439
SARIMA(1,1,1)(1,1,0) | 0.2807013 | 100.1358
SARIMA(1,1,1)(0,1,1) | 0.229874 | 80.04783
SARIMA(1,1,1)(1,1,1) | 0.2279868 | 80.77901
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Table A.3: MAPE and RMSE of SARIMA models including 2 non-seasonal autore-
gressive terms

Model MAPE RMSE

SARIMA(2,0,0)(0,1,1) | 0.2090753 | 75.29462
SARIMA(2,0,0)(1,1,1) | 0.2097894 | 77.33686
SARIMA(2,0,1)(0,1,1) | 0.2132632 | 76.41703
SARIMA(2,0,1)(1,1,1) | 0.2127058 | 78.66309

Table A.4: MAPE and RMSE of SARIMA models including multiple non-seasonal
autoregressive terms

Model MAPE RMSE
SARIMA(3,0,0)(0,1,1) | 0.2133153 | 76.69787
SARIMA(3,0,0)(1,1,1) | 0.2087394 | 77.55484
SARIMA(3,0,1)(0,1,1) | 0.2131227 | 76.42688
SARIMA(3,0,1)(1,1,1) | 0.2079392 | 76.25195
SARIMA(4,0,0)(0,1,1) | 0.2136701 | 77.08966
SARIMA(4,0,0)(1,1,1) | 0.2088471 | 77.17783
SARIMA(4,0,1)(0,1,1) | 0.2171183 | 77.91481
SARIMA(4,0,1)(1,1,1) | 0.2067771 | 77.86687

1000

800
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400
|
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Figure A.1: Boxplot of call center load.
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Table A.5: Evaluation results of SARIMA models used on data without outliers

Model MAPE RMSE

ARIMA(1,0,0) 0.7008772 | 113.4496
ARIMA(0,0,1) 0.6629248 | 111.2968
ARIMA(1,0,1) 0.6888684 | 114.7808
ARIMA(1,1,0) 0.5941554 | 137.7383
ARIMA(0,1,1) 0.7792771 | 119.7029
ARIMA(1,1,1) 0.694887 | 116.6927
SARIMA(0,0,0)(1,0,0) | 0.3462252 | 83.78561
SARIMA(0,0,0)(0,0,1) | 0.5862809 | 99.60654
SARIMA(0,0,0)(1,0,1) | 0.2835776 | 75.72082
SARIMA(0,0,0)(1,1,0) | 0.2628542 | 77.81278
SARIMA(0,0,0)(0,1,1) | 0.2478369 | 70.06906
SARIMA(0,0,0)(1,1,1) | 0.2445867 | 70.23764
SARIMA(1,0,0)(1,0,0) | 0.3314573 | 81.36109
SARIMA(1,0,0)(0,0,1) | 0.5417161 | 96.53065
SARIMA(1,0,0)(1,0,1) | 0.2480042 | 70.34605
SARIMA(1,0,0)(1,1,0) | 0.2509501 | 74.86837
SARIMA(1,0,0)(0,1,1) | 0.2255927 | 64.94344
SARIMA(1,0,0)(1,1,1) | 0.2231654 | 65.45358
SARIMA(0,0,1)(1,0,0) | 0.3342124 | 81.57396
SARIMA(0,0,1)(0,0,1) | 0.5261629 | 95.79017
SARIMA(0,0,1)(1,0,1) | 0.258876 | 71.42611
SARIMA(0,0,1)(1,1,0) | 0.2535868 | 75.61946
SARIMA(0,0,1)(0,1,1) | 0.2309623 | 66.19729
SARIMA(0,0,1)(1,1,1) | 0.2309882 | 66.89356
SARIMA(1,0,1)(1,0,0) | 0.3314468 | 81.57476
SARIMA(1,0,1)(0,0,1) | 0.534437 | 96.24246
SARIMA(1,0,1)(1,0,1) | 0.238362 | 67.93216
SARIMA(1,0,1)(1,1,0) | 0.2509468 | 74.34459
SARIMA(1,0,1)(0,1,1) | 0.2153629 | 63.58114
SARIMA(1,0,1)(1,1,1) | 0.2150861 | 64.13096
SARIMA(1,1,1)(1,0,0) | 0.3205444 | 81.93425
SARIMA(1,1,1)(0,0,1) | 0.5366594 | 98.73243
SARIMA(1,1,1)(1,0,1) | 0.234173 | 67.15837
SARIMA(1,1,1)(1,1,0) | 0.2580783 | 76.33686
SARIMA(1,1,1)(0,1,1) | 0.223086 | 65.01443
SARIMA(1,1,1)(1,1,1) | 0.2160622 | 64.94598
SARIMA (2,0,0)(0,1,1) | 0.2142393 | 63.44967
SARIMA (2,0,0)(1,1,1) | 0.2125659 | 63.76054
SARIMA (2,0,1)(0,1,1) | 0.2171228 | 63.97799
SARIMA(2,0,1)(1,1,1) | 0.2121876 | 63.96319
SARIMA (3,0,0)(0,1,1) | 0.2183875 | 64.03588
SARIMA(3,0,0)(1,1,1) | 0.2118142 | 63.47703
SARIMA(3,0,1)(0,1,1) | 0.216793 | 63.93531
SARIMA(3,0,1)(1,1,1) | 0.2079606 | 62.4146

SARIMA (4,0,0)(0,1,1) | 0.218922 | 64.31564
SARIMA(4,0,0)(1,1,1) | 0.2112321 | 63.23167
SARIMA(4,0,1)(0,1,1) | 0.2199235 | 64.6454

SARIMA(4,0,1)(1,1,1) | 0.2048905 | 61.93575




